Future schedule:

- 1 neuron(self-implementation)

* Loss=Mean square root.
* Loss=cross entropy
  + Rms prop
  + Momentum
  + Batch Normalization

-2-3-4🡪 FC (Using TF)

* Adam
* Regular
* Dropout/regularization

-conv-Maxpool-FC

-AlexNet

-Transfer learning- ResNet 34 training last neuron

-

Things to look on:

-PCA/LDA Implementation in python. Can it be useful?